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Problem 1

Problem 1 (Naimark’s Theorem). Consider the the rank 1 matrices

2
Fazg‘Tﬁa><T’fLa|a 0/21,2,3,

where [1,) € C? for every a and the unit vectors f, € R? satisfy 2y + fig + fiz = 0.

(a) Show that the set {F,} is a POVM.
(b) Find an orthonormal basis {|v,)} in C? such that {F,} is realized by {E,} where E, = |v,) (va|.

Solution. (a) We need to show that Y, F, = I. First note that >, Tr F, = 2> Tr [14,) (ta.| = 2-3 = 2.
Next, we show that ) (F,,0;) = 0 for each j = 1,2,3, where the operators o; are the standard Pauli
operators. Recall that, for every j = 1,2,3 and every unit vector 1 € R?, we have (1|0 |Th) =71 - é;
where {é;} are the standard unit vectors in R3. Thus

S (Fuvo) = 3 3T [1ta,) (]3]

a

=23 taalosta)
= %Zﬁa.éj =0,

which follows from the assumption that ) 7, = 0.

(b) The set of vectors {|T4,) s |Ta.) s |Tas) } must be linearly dependent, since it is a set of three vectors in a
space of dimension 2. This implies that there is a non-trivial linear combination of these vectors such
that

ar [Ta,) + a2 [Ta,) + a3 Tas) =0,

where a1, g, a3 € C are not all zero. We may assume that |aq|? + |aa|? + |as]? = 1 without loss of
generality. Define the vectors

|va) = \/2(0 Taa) [0) + \/§<1| Tho) 1) + @ [2)

for every a = 1,2, 3 and define the operator

U= Z|va> (al .



In block matrix form, this matrix is

We have that
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and thus U is a unitary operator. It follows that {|v,)} must be an orthonormal basis of C3.



Problem 2

Problem 2 (The Density Operator of a Qutrit). Consider a density operator for a qutrit; that is, p :
C3 — C3. Let X = (M, A2,...,As) be a vector of matrices where X; (i = 1,2,...,8) are some Hermitian
traceless 3 x 3 generalizations of the Pauli matrices (e.g. the Gell-Mann matrices) satisfying the condition
Tr(AAj) = 20;; (note that also the Pauli matrices satisfy this orthogonality condition).

(a) Show that p can be written as:

1. =~ -
=_I+P-X
P=3 + )

where P is a vector in R® and I is the 3 x 3 identity matrix.

(b) Show that |P| < %
. . = _ 1
(c) Show that if p is a pure state then |P| = 75

(d) Is it true that every P with |P| < % corresponds to a density matrix?

Solution. (a) The space of 3 x 3 hermitian matrices is 9-dimensional as a real vector space. Since each Ay
is traceless and Tr \;A\; = d;; holds for each pair (4, ), it follows that {I,A1,...,As} is an orthogonal
basis. Hence every qutrit density operator can be written uniquely as

p=pol +piAi+---+pgAs

for some real numbers py,...,ps. Note that Trp = py TrI = 3pg. Since it must hold that Trp = 1, it
follows that py = % Defining P = (p1,...,ps) yields the desired result.

(b) Recall that Tr p? < 1 for all density operators p, and equality holds if and only if p is pure. We have

1 1> -
,J
and thus .

2| P2,
5 2P

1
Trp’==-3+0+2) P?=
=gt ir EZ i

Noting that Tr p? < 1 must hold, it follows that |P|? < & and thus |P| < %

(c) Using the same observation as above, since Tr p? = 1 holds for any pure state, it follows that |P| = -

ﬁ'
(d) No. Consider the following 3 x 3 matrix, which is traceless and has the property that Tr \? = 2
1 1 0 O
M=—|0 1 0
V3 0 0 -2
We may then construct the remaining desired set of traceless matrices Ao, ..., Ag using this A;. Choose
1

P= —=(1,0,...,0) and consider the matrix

L. . o {r o0y [/to 0\ /20 0
glrP-X=3l0 1 o)+zfo 1 o)=zf0o2 0],
00 1 00 -2 00 -1

which clearly has a negative eigenvalue even though |P| = % It follows that | P| < % is not a sufficient

criterion for %I +P-Xtobea density operator.



Problem 3

Problem 3 (Teleportation & Superdense Coding). Consider the maximally entangled state in C? ® C?
shared between Alice and Bob:

y*? = L

Vd
(a) Find a protocol for faithful teleportation of a qudit from Alices lab to Bobs lab. What are the Kraus

operators representing Alices joint measurement? What are the unitary operators performed by Bob?
How many classical bits Alice transmits to Bob?

(100410)” + -+ 1d = 1)* 1d = 1)") .

(b) Argue that the protocol you found in (a) can be used to teleport any mixed state p in d dimensions.

(¢) Find a protocol for a super-dense coding using the above state. How many classical bits Alice can encode
in her qudit?

Solution. (a) Let |¢)" = an_:lo m, |m>A/ be an arbitrary state of a qudit (of an ancillary system labeled
A’) that Alice wants to teleport. Consider the unitary operators defined by

)

d d
X=>"lj+1)¢l and  Z=> w5l
j=0 j=0

where w = €/? is the principal d* root of unity. For each k,[ € {0,...d—1}, define unitary operators

Ui = X*Z! and unit vectors [¢g) = (I @ U},) |1). Note that ZX = wXZ and U}, = Z~'X~*. This set
of d? vectors form an orthonormal basis, since

(W [w) = (W T @ (X¥ 2827 X))
= W (gl T e (XF 421 )
= O k011"

Define the operators My, = |¢) (1| Uy, for each k,l. Note that

ZM;&MM = Z [rt) (Wrt| =1
ki kl

so these operators define a valid measurement. Suppose Alice performs the corresponding measurement
on her systems. If Alice obtains outcome (k,!), Bob performs the unitary Uy = (U]})* such that the
resulting state is

(Mu @ T)(I9)* @ 11)*7) = (19) (W14 @ 1%) (I 0 U 0 T ") (19" @ 11)*7)
() @ @ 1) (I9)" © [v)*?)
=2 3 Cm i) @13 (101" @ 13)7)

2,7,m

1 / 1w
==Y an ) elm)? = 2Bt e |,

where we use the fact that U @ U |¢)) = [¢) for every unitary operator U acting on the maximally
entangled state vector |¢)).

In this scheme, Alice tells Bob which of the d different outcomes she obtains, so she must transmit log, d
bits of information.



(b)

Define a channel A on the system A’ ® A® B by A(o) = >, (M @ Up)o(M}, @ UL). 1t is clear that

Ale) (ol @ ) (147) = [) 1" © |o) (0]”

holds for every pure state |¢). By linearity, it holds that A(p? @ |¢) ([*F) = [¥) <¢|A/A ® pB for every
density operator p on ce.
Alice and Bob start by sharing the maximally entangled state |¢>AB of two qudits. She can send one of
the d? messages of the form (k,1) € {0,...,d — 1}?. Alice chooses her message to be (k,[) and performs
the unitary U}, on her half of the system and subsequently transmit her qudit to Bob. The resulting
state that Bob obtains is

U @ 1)
Bob then performs the measurement corresponding to the measurement operators { My} defined by
My = ) (| (Ugrr @ I) (the same measurement that Alice performed is the previous problem). Note
that he obtains the result (k,!) with unit probability, since
My (U @ 1) [¢) = | Upr Uy @ 1) [9) [¥)

§kk’5ll’

and thus faithfully receives the intended message sent to him by Alice.



Problem 4

Problem 4. Consider the entangled state shared between Alice and Bob:

) = vBo 0} 10)7 + - + pat = )4 n = 1)

1. Prove the following theorem: Faithful teleportation of a qudit is possible if, and only if,

A
Et(W) B) 10g2 Pmax = 10g2 d’

where ppa.x = maxy pg. That is, teleportation is possible if, and only if, none of the Schmidt coefficients
are greater than 1/d. This also implies that the Schmidt rank n is greater or equal to d.

2. Find a protocol for faithful teleportation of a qubit from Alices lab to Bobs lab assuming Alice and
Bob sharing the partially entangled state

1
V2
In particular, determine the projective measurement performed by Alice and the unitary operators

performed by Bob. What is the optimal classical communication cost? That is, how many classical
bits Alice has to send to Bob?

1 1
)47 00)17 2 11)*7 4 2 [22)4%.

Solution. We suppose that the teleportation scheme is performed by the following operations: (1) Alice
and Bob first convert |¢) to a maximally entangled state of two qudits (i.e. two d-dimensional systems), and
(2) Alice and Bob use the maximally entangled state to teleport |¢) (an arbitrary pure state of a qudit).

(a) Proof. Suppose that —logy Pmax > l0og, d. It follows that p, < 1/d for every k and thus n > d. Without
loss of generality, we may suppose that the py are in decreasing order, i.e. p; > -+ > p,_1 > 0. For

each k =1,...,d — 1, it holds that
k
D p<g=2.
i=0 ‘

k
=0
and for each k =d,...,n — 1 it holds that

SN
SHEL

k -1
<1=Y -
2rs1=2
=0 =0
It follows that (p1,...,pn—1) = (é, ol 5,07 ... ,O) and thus |¢) can be converted into the maximally

entangled state of two qudits via LOCC.

On the other hand, suppose that |1) can be converted into the maximally entangled state of two qudits
via LOCC. By the majorization condition, it follows that p; < é. Since pp,—1 < --- < p1, it holds that
Pmax = Mmaxg{pr} < é and thus —1ogs Pmax > log, d. O

(b) Consider the following operators:

= ogf = ogk
OO O O+ O
= O O OO O



Note that

1 100
M{M; = - [0) 0] +[1)(1]=({0 1 0

2
0 0

and

1 100
M3 M = 2 10) (0] +[2) 2/ = {0 0 0
00 1

and thus My M; + MiM, = I, so the operators {M;, Mz} define a valid measurement. Furthermore
consider the unitary operators
Ur = 0) (0] + [1) (1] + |2) (2]

and
Uz = |0) (0] + [1) (2 + |2) (1],

so that U; = I is the identity matrix and Us is the permutation matrix that swaps 1 and 2. It holds
that

1
V2

The resulting state can be used by Alice and Bob to perform perfect teleportation using the standard
means.

My @ Uy 1) = My @ Us |1h) = —=(|00) + [11)).

To first convert |¢) into the Bell state, Alice must transmit one bit of information (either 1 or 2). To
perform the teleportation protocol, Alice must transmit 2 bits of information to Bob. The composition
of these two actions requires that Alice send a total of 3 bits to Bob. It’s possible that Alice and Bob
could transport the state |p) directly without converting |¢) into a Bell state first and use fewer bits,
but that is beyond the scope of this assignment.



Problem 5

Problem 5 (Majorization). .

(a)
(b)

()

Find the extreme points of the convex set of all n x n column stochastic matrices.

Show that a matrix A is doubly stochastic if and only if AZ is majorized by & for all vectors & (do not
use Birkhoff’s theorem).

Show that & < ¢ if and only if £ = Dy for some doubly stochastic matrix D.

Solution. Note that in this solution we will be concerned with n x n matrices and n-dimensional vectors
for some fixed positive integer n.

(a)

We will show that the extreme points of the set of n x n column stochastic matrices is the set of n x n
matrices that have exactly one 1 in each column and zeros elsewhere.

Proof. Tt is clear that these matrices are indeed column stochastic. To show that these matrices are also
the extreme points of the set of column stochastic matrices, we will show that matrices not of this form
are not extreme points.

Suppose A is not of this form. There is at least one pair of indices (i1,j1) such that a;,;, € (0,1). Since
A is column stochastic, there must be at least one other entry a;,;, in the same column but different
row, with 41 # ig, such that a;,;, € (0,1). Let ¢ = min{a;, j,, @i,;, } and define a new n x n matrix B by

B =¢(Ei,j, — Eiyj,)

where E;; is the n x n matrix with a 1 in the (¢, j)-entry and zeros elsewhere for every ¢, j. The sum of the
columns of B are all zero, so it follows that both A+ B and A — B are column stochastic. Furthermore,
we see that

1 1
A= §(A—B)+§(A+B)
and thus A is not an extreme point. O

For each 4,5 € {1,...,n}, let a;; = eﬁ;TAé'j denote the matrix elements of A, where the vectors {€;} are
the standard basis vectors of R"™.

Proof. Suppose A is doubly stochastic. Let Z be a vector and let ¥ = AZ. Without loss of generality,
we may assume that the elements of both & and y are in decreasing order. Indeed, if ¥ and ¢ are not in
decreasing order, let P, and P, be permutation matrices that order the entries of & and ¥ respectively
(i.e. such that 7 = P,¥ and §* = P,¥). Note that ¥ < § <= #* < §* and that

gzL — A’fl'
where A’ = P, AP, ! is another doubly stochastic matrix.

From the above argument, it is clear that we only need to prove the case where the entries of both #
and ¢ are in decreasing order. For every i,k € {1,...,d}, define the values

k
tik: E Qi -
j=1

It holds that 0 < ¢;, <1 for every i and k. Furthermore, note that k = " | t;x for every k, since this
is the sum of the entries in the first & columns of A (and each column must sum to 1). Now, for every
k we have that

k n k

k k
Doy D T =YY apti— )@
j=1 j=1 1

j=1i=1 j=



()

Il
M= 1 M: i M:

zkxz Zx]
n

tikx; — ij <k - thk) Tk
i=1

n
tir — 1) (x; —xp) + tir (x; —ap) <0.
1(1 ) (@; )HZ;Iz(z )

<0 >0 - >0

.
Il

<0

Thus Z§:1 y; < 25:1 x; holds for every k. Furthermore, it is clear that Z?Zl y; = Z?Zl x; since A is
doubly stochastic. It follows that i < Z.

Now suppose that AZ < & for all vectors Z. We will show that A has nonnegative entries and that all of
the rows and columns of A sum to unity. Consider the standard basis vectors {€;}. These are probability
vectors, so it follows that A¢€; is a probability vector for each j since it holds that Ajéj =< €j. For each j,
summing the entries of the j* column of A yields

n n
E Qi = E é;TAeﬁ] =1
i=1 i=1

since the sum of the entries of A€; must sum to 1. Furthermore, this shows that all of the entries of A
are nonnegative since each A€; must have nonnegative entries. To show that the rows of A also sum to

unity, consider the vector
1

Ul =~

1
Recall that every d-dimensional probability vector majorizes x. Since it must hold that AZ < Z, it
follows that AZ = #. For every i, the sum of the i*" row of A is

n

- 1
daij =l A D ¢ :dé‘iTAx:dé'?o::dgzl
j=1

j=1

as desired. 0

Proof. ! If there exists a doubly stochastic matrix D such that & = Dy, we see that ¥ < ¢/ is clear from
part (b). We prove the converse by induction on n. If n = 1, the statement is trivial so we may assume
that n > 2 and assume that the statement holds for all vectors in R*~!. Let Z, % € R™ and suppose that
Z < y. Without loss of generality, we may suppose that the entries of & and y are in decreasing order.
It is clear that x1 < y; and that y,, < xx. Hence y,, < x1 <y since x, < x7.

Let s € {1,...,n} be the smallest integer satisfying y; < 21 < y;. In the case that s = 1, it follows that

) Y2

Tn Yn

where @ and Z are vectors in R"~!. By the induction hypothesis, there exists an (n —1) x (n—1) doubly
stochastic matrix B satisfying @ = Bz and we can define an n x n doubly stochastic matrix D by

»=(o 5)

1The idea for this proof came from the proof of Theorem 13.2 in Theory of Quantum Information by John Watrous



that satisfies & = Dy.

that 21 = py; + (1 — p)y,. Define the vectors w0 = (wa, ..., w,) and Z = (z9,...,2,) in R* ! as

In the case that s > 1, it holds that ys < z1 < y; and so there must exist a real number p € [0, 1) such

'U_}':({I?Q,...,.’En)

7= (y27 sy Ys—1, (1 7p)y1 +pysays+la s 7yn)~

Note that y; > 1 holds for every j =1,...,s — 1, since s is the smallest value for which y; < x; holds.
Hence, for every k € {2,...,s — 1} it holds that

k k

sz222+-~-+zk:y2+---+ym> (k—1)xy 2x2+--~mm:w2+--~+wk:ij.

j=1 j=1
Furthermore, for every k € {s,...,n} it holds that

k
S zi=zot ot azm =1 =P+t + Y1 +PYs + Yst1 + Um
j=1

=y 4+ +Yn— (py1 + (1 = p)ys)
=Y+ -+ Yn—2T1
> T+ Ty — X1
k
:x2+"'+x7n:w2+"'+wmzzwj~
j=1

Since ¥ < ¢/, it must hold that y + -+ + 2z, = y1 + -+ - + y,,. We see that
n n n n
D= yi— o+ 1—pys) =D aj—w1 =Y w.
=2 =1 = =

This shows that @ < Z. By the induction hypothesis, there exists an (n — 1) x (n — 1) doubly stochastic
matrix B such that @ = BZ. Define an n X n matrix A by

Aé'l = pé& + (1 —p)é;
Aés = (1 —p)ér + pés

and Ae; = €; whenever j # 1 and j # s. This matrix is clearly doubly stochastic, so we can define
another n x n doubly stochastic matrix D by

1 0
D‘(o B)A’

which is doubly stochastic since it is the product of doubly stochastic matrices. It holds that

and thus

10



